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A head-mounted wireless gaze tracker in the form of gaze tracking glasses is used here for continuous and mobile monitoring of a subject’s point of regard on the surrounding environment. We combine gaze tracking and hand gesture recognition to allow a subject to interact with objects in the environment by gazing at them, and controlling the object using hand gesture commands. The gaze tracking glasses was made from low-cost hardware consisting of a safety glasses’ frame and wireless eye tracking and scene cameras. An open source gaze estimation algorithm is used for eye tracking and user’s gaze estimation. A visual markers recognition library is used to identify objects in the environment through the scene camera. A hand gesture classification algorithm is used to recognize hand-based control commands. When combining all these elements the emerging system permits a subject to move freely in an environment, select the object he wants to interact with using gaze (identification) and transmit a command to it by performing a hand gesture (control). The system identifies the target for interaction by using visual markers. This innovative HCI paradigm opens up new forms of interaction with objects in smart environments.

Keywords: Eye Tracking, Gaze Tracking, Head-Mounted Gaze Tracker, Eye Tracking Glasses, Mobile Interaction, Hand Gestures, Gaze Interaction, HCI, Gaze Aware Systems, Gaze Responsive Interface, Mobile Interaction

Introduction

Body language and gaze are important forms of communication among humans. In this work, we present a system that combines gaze pointing and hand gestures to interact with objects in the environment. Our system merges a video-based gaze tracker, a hand gesture classifier and a visual marker recognition module into an innovate HCI device that permits novel forms of interaction with electronic devices in the environment. Gaze is used as a pointing mechanism to select the object which the subject wants to interact with. A visual binary marker attached to the object is used for identification of the object by the system. Finally, a hand gesture is mapped to a specific control command that makes the object being gazed at to carry out a particular function.

Using gaze for interaction with computers was initiated in the early 1980s (Bolt, 1982) and further developed by (Ware & Mikaelian, 1987). Today, gaze interaction is mostly done using a remote eye tracker with a single user sitting in front of a computer display. However, head-mounted gaze trackers (HMGT) allow for a higher degree of mobility and flexibility, where the eye tracker is mounted on the user and thus allows gaze to be estimated when e.g. walking and driving. HMGT systems are commonly used for estimating the gaze point of the user in his field of view. However, the point of regard (PoR) obtained by head-mounted gaze trackers can be used for interaction with many different types of objects present in the environments during our daily activities. There has been some previous work done on using gaze for interaction with computers in mobile scenarios using head-mounted gaze trackers (Mardanbegi & Hansen, 2011). Despite the fact that gaze can be used as a mechanism for pointing in many interactive applications, eye information has been shown to be limited for interaction purposes. The PoR can be used for pointing, but not for yielding any additional commands. The main reason is that it is unnatural to overload a perceptual channel such as vision with a motor control task (Zhai, Morimoto, & Ihde, 1999). Therefore, other interaction modalities such as body gestures and speech together with gaze can be used for enhancing gaze-based interaction with computers and also with electronic objects in the envi-
environment. In this paper, we use hand gestures to circumvent the limitations of gaze to convey control commands. The combination of gaze and hand gestures enhances the interaction possibilities in a fully mobile scenario.

Automatic gesture recognition is a topic in computer science and language technology that strives to interpret human gestures via computational algorithms. Gestures can originate from any bodily motion or state but commonly originate from the face or the hands. An appealing feature of gestural interfaces is that they make it possible for users to communicate with objects without the need for external control devices. Hand gestures are an obvious choice as a mechanism to interact with objects in the environment. Automated hand gesture recognition is challenging since in order for such an approach to represent a serious alternative to conventional input devices, applications based on computer vision should be able to work successfully under uncontrolled light conditions, backgrounds and perspectives. In addition, deformable and articulated objects like hands represent added difficulty both for segmentation and shape recognition purposes. This paper does not intent to contribute significantly in the topic of hand gesture recognition methodology, but rather to suggest the combination of gaze and hand gestures as an alternative to the conventional methods that are used for gaze interaction such as: blinking (e.g., (MacKenzie & Zhang, 2008)), dwelling (e.g., (Jacob, 1991)), and gaze gestures (e.g., (Isokoski, 2000)). We use the scene image of the HMGT system for recognizing the hand gestures and for recognizing the visual markers attached to the gazed objects. The hand gesture recognition module we developed here is able to detect a hand in front of the scene camera of the HMGT and the number of fingers that the hand is holding up as well as its relative movements in 4 spatial directions.

In summary, this work represents a proof of concept for an innovative form of interacting with objects in the environment by combining gaze and hand gestures. Interaction is achieved by gazing at an object in the environment and carrying out a hand gesture. The hand gesture specifies a certain command and gazing at the object, and the visual marker associated to it, make only that specific object to respond to the subsequent hand gesture. The low cost off-the-shelf components used to build the hardware, and the open source nature of the algorithms used for gaze estimation and object recognition, make this form of interaction amenable for spreading among academic institutions and research labs to further investigate and stretch the possibilities of this innovative HCI paradigm.

The remaining of the paper is structured as follows. The Related Work section provides an overview of the literature on the topic of gaze and mobile interaction. The System Overview section delineates the main components of the system and their mutual interactions. The Implementation Section goes into a detailed description of each of the system’s components. The Application Example Section describes a particular instantiation of our system to control 3 objects in an environment: an Arduino board, a computer and a robot. Finally, the Discussion and Conclusion Section elaborates in some of the issues we have found when trying out the proposed gaze and hand gestures based interaction as well as pointing out possible future research venues to continue exploring the innovative interaction modality proposed here.

Related Work

There has been substantial research in hand/body gestures used for human-computer interaction. There are many vision-based methods that by using video cameras as the input device, can detect, track and recognize hand gestures with various image features and hand models (Mitra & Acharya, 2007). Most of these approaches detect and segment the hand in the image using the skin color information (Argyros & Louarakis, 2004). In this paper we have used a color based hand gesture recognition method that is efficient and easy to implement. Hand gestures can be used as a mode of HCI that can simply enhance the human-computer interaction by making it more natural and intuitive. Some of the application domains where gestural interfaces have been commonly used is in virtual environments (VEs) ((Adam, 1993; Krueger, 1991)), augmented reality (Buchmann, Violich, Billinghurst, & Cockburn, 2004) and automatic sign language recognition (Rozado, Rodriguez, & Varona, 2012a, 2010) in which hand gestures are commonly used for manipulating the virtual objects (VOs) for interaction with the display or for recognition of sign language. The vision based hand gesture recognition devices can be worn by the user, providing the user with more flexibility and mobility for interaction with the environment (Starner, Auvier, Ashbrook, & Gandy, 2000; Amento, Hill, & Terveen, 2002).

More recently several authors have also investigated using gaze itself to generate gestures for control and interaction purposes (Istance, Hyrskykari, Immonen, Mansikkamaa, & Vickers, 2010; Rozado, Rodriguez, & Varona, 2012b; De Luca, Weiss, & Drewes, 2007; Rozado, Rodriguez, & Varona, 2011; Mollenbach, Lillholm, Gail, & Hansen, 2010; Drewes & Schmidt, 2007). While useful in many regards, by being very fast to perform and robust under low gaze estimation accuracy, gaze gestures also possess shortfalls in terms of risking to overload the visual channel which is intuitively perceived by users as just an input channel.

There is also a body of literature focused around gestures for multimodal interactions (Starner et al., 2000; Schapira & Sharma, 2001; Nickel & Stiefelhagen, 2003; Rozado, Agustin, Rodriguez, & Varona, 2012). For example, hand gestures in combination with speech provide a multimodal interactions mechanism that allows
Figure 1. **Overview of the interaction modality proposed in this work.** The diagram describes the main components and actions involved in interacting with objects through gaze and hand gestures.

Figure 2. **The Open Source Haytham Gaze Tracker Tracking the Eye.** The features tracked in the image are the pupil center and two corneal reflections. These features are used by the gaze estimation algorithms to determine the PoR of the user on the scene camera.

System Overview

In this section, different steps of the interaction process are introduced and the main elements of the system are described. In our system, a head-mounted gaze tracker estimates the gaze point in the user’s field of view using an eye tracking camera and an scene camera. A simple method for recognizing the objects in the environment is used by detecting visual markers associated to them through the scene camera. When the subject carrying the gaze tracker looks at an object, the visual marker placed on the object is recognized by the system. When a visual marker has been detected, the hand gesture recognition algorithm will be activated in the scene image (for a short period of time) to detect the potential hand gesture that might be generated shortly after. A control command, associated to a specific hand gesture, will be send to the object if the gesture is detected. In this way, only that particular object in the environment gazed at will react to the hand gesture, while the rest of the objects in the environment susceptible to be controlled by gaze remain unresponsive.

The main hardware components of the system are introduced below:

a) A wireless mobile gaze tracker glasses with two cameras: one for tracking one eye and the other to capture the field of view of the subject.

b) Video receiver that is connected to a remote PC and receives the video streams of both the eye and the scene camera.

c) Visual markers attached to the target objects of interaction.

d) Interaction objects (e.g., robot, lamp, computer display).

The processing units of the system can be conceptually divided into two groups: the server and the clients, see Figure 3. The server processes the eye and the scene images. Eye tracking, gaze estimation, and recognizing the visual markers and the hand gestures are done in the server application running on a remote PC. The output of the application will be sent to the client application controlling a specific object using the TCP/IP protocol. The client applications facilitates the connection between the server and the objects in the environment and undergoes the local processing needed for controlling the objects.

**Gaze Tracking** Depending on the hardware configuration of the different components, gaze tracking systems can be classified as either remote or head-mounted. In remote systems, the camera and the light sources are detached from the user and normally located around the device’s screen, whereas in head-mounted systems the components are attached to the user’s head. Head-mounted eye trackers can be used for mobile gaze estimation as well as gaze interaction purposes. The head-mounted gaze trackers have two cameras: one for recording the eye image and one for recording the
Several smart objects clients connect to a centralized server that handles the gaze tracking and estimation, the visual marker recognition and the hand gesture recognition. The server dispatches the appropriate commands to a given client when a combination of gaze fixation on the object visual marker and hand gesture is detected.

Scene image. In this work, we have used a head-mounted gaze tracker for gaze estimation on top of which, we have build a hand gesture recognition module. The point of regard and the coordinates of the gaze point in the scene image are measured by the system.

Object recognition. Visual markers provide a simple solution for recognizing the objects in the scene allowing us to concentrate on illustrating the potential of the proposed interaction method. Visual marker recognition systems consist of a set of patterns that can be detected by a computer equipped with a camera and an appropriate detection algorithm (Middel, Scheler, & Hagen, n.d.). Markers placed in the environment provide easily detectable visual cues that can be associated to specific objects for identification purposes. Once a visual marker is recognized in the vicinity of the user’s gaze, the hand gesture recognition algorithm will be activated.

Hand Gesture. A skin color-based method is used for detecting the hand in the scene image. The hand gesture recognition worked well for natural skin color, but using a latex glove of a color not present in the environment improves the performance. Hand gestures are defined as holding the hand with a preset number of fingers for a predefined dwell time of 1 second (a static hand gesture) and moving it in a particular direction (a dynamic hand gesture): up, down, left or right. Therefore, the hand recognition part consists of two steps: detecting a static shape of the hand and then a dynamic hand gesture that ends by taking the hand outside the image.

The gesture alphabet can be named using a combination of the number of fingers held up, x, and one of the four spatial directions that the hand is supposed to move to generate the gesture, D, in a pattern such as xD. For example 4Up, refers to a gesture consisting of the hand holding four fingers up and an upwards movement.

Implementation

The presented method has been implemented in a real scenario for controlling a remote robot, an Arduino, and a computer display. In this section, implementation and the hardware/software components of the system are introduced briefly.

Gaze Tracking System

We have build a low-cost head-mounted gaze tracker using off-the-shelf components (Figure 4 and Figure 5). The system consists of safety glasses, batteries, and the wireless eye/scene cameras. The wireless eye camera is equipped with infrared emitting diodes that permit the gaze tracking software to monitor the position of the pupil and the glint in the image. These
features are used by the gaze estimation algorithm to estimate the PoR. Infrared light improves image contrast and produces a reflection on the cornea, known as corneal reflection or glint. A calibration procedure needs to be done to build a user specific model of the eye. The calibration procedure consists on the user looking at a number of points on the environment and marking them on the scene image while the user fixates on them. Once the calibration procedure is completed, the gaze estimation algorithm is able to determine the point of regard of the user in the environment. Figure 2 shows a screenshot of an eye being tracked by the open source gaze tracker (Mardanbegi et al., 2012) used in this work. In the figure, the center of the pupil and two corneal reflections are the features being tracked.

Making the head-mounted eye tracker glasses.

Figure 4 shows a prototype of the eye tracking glasses built for this work. An area was traced onto the lens of a pair of safety glasses where the eyes will be approximately located when the user puts on the glasses. Tin snips were used to cut away the plastic parts of the lenses bounded by the previously traced areas. It is important that the majority of the lenses of the glasses is left intact to preserve the structural integrity of the frame. Tin was cut to the size and shape of the infrared camera using the tin snips. Steel wire was used to attach the camera to the frame of the glasses. The wire was cut to a size of 25cm and attached to the piece of tin using araldite. Double sided tape was used to secure the tin to the back of the camera. The wire was bent into an 'L' shape and firmly attached to the right hand side of the glasses (frame) using tape. The infrared camera runs on a 9V battery that also needed to be mounted to the glasses. The connecting wires from the battery to the camera were extended and the battery was attached to the left hand side of the glasses. This distributes the weight of the components over the frame. Utilising the Haytham software, the position of the camera was checked to ensure the camera was capturing the entire eye. It was found that the best position of the eye camera is below the glasses so it doesn’t obstruct the user’s vision. The scene camera was firmly mounted to the right side of the glasses using tape as close as possible to the eye in order to minimize the parallax error, see Figure 5.

Gaze tracking software.

We used the Haytham\(^1\) open source gaze tracker to monitor user’s gaze. The Haytham gaze tracker provides real-time gaze estimation in the scene image as well as visual marker recognition in the scene camera video stream. Figure 6 shows a recognized marker from the scene video stream and the gaze point measured by the gaze tracker represented as a cross hair.

Implementing hand gestures recognition

Static hand gesture recognition algorithm.

An open source hand gesture recognition software\(^2\) developed by Luca Del Tongo was modified for use in detecting the number of fingers raised by the hand. There are two options for analysing the images captured by the scene camera: colour or skin detection. To detect the skin of the hand the image was transformed to the Ycc colour space; upper and lower bounds were set for the Cr and Cb channels. To detect a coloured latex glove, the image was transformed to the HSV colour space; upper and lower bounds were set for the hue and saturation channels. Pixels that satisfied the bounding conditions are identified as potential sections of the hand. Two measures were implemented to reduce false detection caused by noise or objects with similar colours to skin or the coloured gloves. The blob with the largest contour area is designated as the hand and all blobs that are lower than a set area are removed from the image, including the blob that has been designated as the hand. This removes the possibility that small blobs (noise) are identified as the hand of the user. The convex hull is extracted from the hand and

\(^1\)http://itu.dk/research/eye/
\(^2\)http://blogs.ugidotnet.org/weblog/Default.aspx
The Haytham gaze tracker uses the Aforge glyph processing library (GRATF) for visual marker recognition in the scene image. This figure shows the identified marker and the user’s gaze point (cross hair) in the scene image. When a subject positions its gaze on a visual marker that identifies an object, the system interprets this as a pointing action and sends the subsequent recognized hand gestures to the specific object represented by the visual marker.

The convexity defects are determined (Figure 7). Two parameters of the defects were used; the start and the end points are the points on the hull that mark where the defect starts and end. Three conditions were defined to determine whether a defect is a raised finger. They are: the start point of a defect must be higher than the end point, either the start or end points must be higher than the centre of the hand and the magnitude of the start and end points must be greater than the scaled down length of the hand. Each defect is checked and the total number of fingers identified is the sum of defects that satisfy the aforementioned conditions.

**Dynamic hand gesture recognition algorithm.**

The centroid of the hand contour is determined and an initial boundary box of size 20x20 pixels set. If the centroid doesn’t move outside of the boundary box for 1.5 seconds, the current position of the hand is identified as the reference point and a new boundary box of size 60x60 pixels is set. If the centroid of the hand moves outside of the box it is classified as a movement. The location of the centroid when it moves outside the box designated the direction of movement: above the box is up, below the box is down, left of the box is left and right of the box is right. The program samples and averages the number of fingers shown. This helps to eliminate false identification of the number of fingers due to noise. When a movement is identified, the average number of fingers is sent to the client with the direction of movement.

**Clients**

A client program was developed to communicate with the devices in the environment. The program connects to the server (Haytham) using the TCP/IP protocol. Haytham sends commands to the client detailing specifics such as: the marker that has been recognised, the number of fingers raised and the direction of movement of the hand.

The proposed method is used for controlling a patrol robot, controlling an Arduino, and for interaction with a computer display (Figure 3) as described below.

The patrol robot connects to the computer using an Ethernet cable. The number of fingers determines the magnitude of movement and the hand movement controls the direction of movement (e.g. 2Up will move the robot forward with a magnitude of 2 and 3Left will rotate the robot counter-clockwise). An Arduino is connected to the client program via serial connection and is used to control 3 leds on a breadboard. The interaction with the computer display is done by minimizing or maximizing the windows in the display through use of the sendMessage function.

**Application Example**

We carried out a small pilot study to test the functionality and performance of the system. We decided to
test the system in an environment where 3 “smart” objects could be controlled by the system simultaneously: a computer, a set of leds in a breadboard and a robot. The hand gesture recognition module could recognize 5 different states of the hands as defined by the number of fingers being held up: 1, 2, 3, 4 and 5. A gesture was defined as one of these 5 states plus one of four spatial directions: up, down, left and right.

The breadboard responded to users commands just by turning the infrared leds on and off. Two fingers being held up and an upward movement would turn the leds on. Four fingers being held up and a movement to the right would turn them off.

The same hand gestures were used to control the computer. The upward movement of the hand with two fingers being held up was mapped to a command in the operating system that minimizes all the current open windows on display in the computer GUI. Four fingers being hold up and a movement to the right gesture was mapped to a command that brings all the minimized windows back up. This particular set of gestures and control commands were not selected specifically for any particular reason other than as a proof of concept. Any other type of gestures associated to different control commands could be envisioned and implemented.

The robotic control example was the most elaborated one. The robot could be made to move forward or backward and to turn right or left. The numbers of fingers being held up with the hand indicated, either the speed for forward and backward movements or the amount of turn to be made for right and left movements.

The hand gestures could be done with bare hands, but we noticed that in environments where the color of the walls could resemble the skin hue, hand gesture recognition performance would suffer. Using a glove with a distinctive color, not present in the rest of the environment, enhanced hand recognition performance.

This manuscript’s associated video\(^3\) provides a good visual overview of the system at work and how it is being used by two different users to interact with a computer, a breadboard with a set of light emitting diodes and with a robot.

**Discussion and Conclusion**

In this work we have shown how to interact with objects in the environment through an innovative combination of gaze and hand gestures using a set of gaze tracking glasses and a hand gesture recognition module. The method is easily extensible to multiple objects in the environment and to a wide array of hand gestures.

The low-cost head-mounted eye tracker used and the gaze estimation algorithms employed do not compensate for parallax error, i.e. the inability to differentiate between the working plane and the calibration plane (Mardanbegi & Hansen, 2012). This limits the ability to alternate interaction with objects at a distance and objects up close. Nonetheless, since the scene camera used in the glasses is relatively close to the eye being tracked, see Figure 4, the parallax error was minimized. Furthermore, we noticed that during the calibration, using calibration points situated at different distances (from 1 to 10 meters) would achieve a compromise between objects far away and objects up close and would generate good gaze estimation for all sorts of distances. We noticed that gaze estimation accuracy was never an issue for our system. Only over time, if the glasses would move slightly from their position during calibration, due to sweat on the skin or drastic head movements that would cause the glasses to slide slightly, would gaze estimation degrade marginally.

We did notice problems with the skin detection algorithms when the hand was position within the field of view of the scene camera. This was markedly noticeable, when the colors of the background were similar to the skin color. Usage of more sophisticated skin detection algorithms could help to solve this issue.

An important issue of the system was the fact that the user wearing the glasses did not have any sort of feedback signal in terms of where within the field of view of the scene camera the hand was placed when it was about to initiate a hand gesture. This was due to the lack of a display on the glasses to provided visual feedback in terms of how the hand is positioned within the field of view of the scene camera. We implemented an auditory feedback signal to indicate that the system had found the hand holding a number of fingers up within the field of view of the scene camera and it was therefore ready to receive a gesture. We

\(^3\)http://youtu.be/SGqF1Mi6JGI
found that this helped the user but still did not provide real time feedback to carry out small corrections of hand positioning for proper positioning within the field of view of the scene camera. This issue was due to the usage of a scene camera with a relatively narrow field of view. Using a scene camera with a wider field of view should prevent the need of feedback for hand positioning with high granularity precision since the hand would always fall within the field of view of the scene camera as long as the arm was stretched in front of the user.

Further work should strive to carry out an extensive quantitative analysis of the performance of the system within a large user study and in comparison to alternative modalities of gestures based interaction with objects in the environment through gaze alone, gaze and voice, and gaze and head gestures.

More sophisticated hand gestures that the ones described here can also be envisioned. However, complex gaze gestures generate a cognitive and physiological load on the user. Cognitively it is difficult for users to remember a large set of complex gestures, and physiologically it is tiring and challenging to complete them. Finding the right trade-off between simple and complex hand gestures is therefore paramount to successfully use hand gestures as a control input device.

More reliable hand tracking technologies that use depth sensor such as infrared laser projections to be combined with monochrome CMOS sensor, able to capture video data in 3D under any ambient light conditions, would greatly enhance the robustness of the hand recognition algorithms, making our system as a whole more reliable. The preliminary results obtained in this pilot work shows promise for this form of interaction with objects in the environment. The combination of gaze and hand gestures to select an object and emit a control command are both natural to potential users and fast to carry out liberating users of the need to carry control devices in their hands. The richness of hand gestures potentially available suggests that this form of interaction can be used for sophisticated and complex environments requiring a large set of control commands while allowing the user to remain mobile in the environment.
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